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#### Abstract

In this paper we give results that lead to stable algorithms for computing with trigonometric splines. In particular we show that certain trigonometric $B$-splines satisfy a recurrence relation similar to the one for polynomial splines. We also show how these trigonometric $B$-splines can be differentiated, and a trigonometric version of Marsden's identity is given. The results are obtained by studying certain trigonometric divided differences.


## 1. Introduction

Schoenberg [5] studied trigonometric spline functions, which he defined as piecewise trigonometric polynomials of the form

$$
\begin{equation*}
a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right) . \tag{1.1}
\end{equation*}
$$

It was shown, for example, that any trigonometric spline could be expressed as a linear combination of certain trigonometric $B$-splines. The latter are defined via certain divided differences, and as in the polynomial case these basis functions have local support.

Trigonometric splines have been one of the sources that have motivated the study of the more general Chebyshevian splines (see, for example, [6] and references given therein). However, in most cases it is assumed that one is dealing with a complete Chebyshev system $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{m}$; i.e., $\varphi_{1}, \ldots, \varphi_{j}$ is a Chebyshev system for $j=1,2, \ldots, m$. Note that this property does not hold on $[0,2 \pi$ ) for the system $1, \cos x, \sin x, \cos 2 x, \sin 2 x, \ldots, \cos n x, \sin n x$.

Thus many of the general results do not apply directly to the trigonometric case. However, most results in this paper are derived by a simple transformation from the system $1, e^{i x}, \ldots, e^{i(m-1) x}$.

Also, the general study has not led to an analog of the stable recurrence relation (see de Boor [1], Cox [2])

$$
\begin{equation*}
Q_{j . m}(x)=\frac{\left(x-x_{j}\right) Q_{j, m-1}(x)+\left(x_{j+m}-x\right) Q_{j+1, m-1}(x)}{x_{j+m}-x_{j}} \tag{1.2}
\end{equation*}
$$

where $Q_{j, m}$ are polynomial $B$-splines of order $m$.
The main purpose of this paper is to give results that lead to stable algorithms for computing with trigonometric splines. We define a trigonometric spline of order $m$ to be a piecewise function of the form (1.1) if $m=2 n+1$ ( $n \geqslant 0$ integer), and to be a piecewise function of the form

$$
\begin{equation*}
\sum_{k=1}^{n}\left(a_{k} \cos \left(k-\frac{1}{2}\right) x+b_{k} \sin \left(k-\frac{1}{2}\right) x\right) \tag{1.3}
\end{equation*}
$$

if $m=2 n(n \geqslant 1$ integer $)$.
In Section 2 we study a trigonometric analog of divided differences. If $m$ is odd these linear functionals have the same null space as the divided differences introduced by Schoenberg in [5]. However, in order to derive a recurrence relation similar to (1.2) for trigonometric $B$-splines, we have found it convenient to use another scaling. The trigonometric divided differences will be used in Section 3 to define our trigonometric $B$-splines $T_{j, m}$ or order $m$. We show that the functions $T_{j, m}$ satisfy the relation

$$
\begin{equation*}
T_{j, m}(x)=\frac{\left(\sin \frac{x-x_{j}}{2}\right) T_{j, m-1}(x)+\left(\sin \frac{x_{j+m}-x}{2}\right) T_{j+1, m-1}(x)}{\sin \frac{x_{j+m}-x_{j}}{2}} \tag{1.4}
\end{equation*}
$$

This analog of (1.2) gives a stable algorithm for calculating $T_{j, m}(x)$.
We also obtain certain formulas for derivatives of $T_{j, m}$, and an integral representation of trigonometric divided differences with the function $T_{j, m}$ as a kernel. Finally, a trigonometric analog of Marsden's identity is given.

## 2. Trigonometric Divided Differences

We start with some notation. For any integer $m \geqslant 1$ let $S_{m}$ and $\tilde{S}_{m}$ be the $m$-dimensional comples linear spaces of functions on $\mathbb{R}$ generated by

$$
\left\{\exp \left(-i \frac{m-1}{2} x\right), \exp \left(-i\left(\frac{m-1}{2}-1\right) x\right), \ldots, \exp \left(i \frac{m-1}{2} x\right)\right\}
$$

and $\left\{1, e^{i x}, \ldots, e^{i(m-1) x}\right\}$, respectively. Also, let $U_{m}$ and $U_{m}^{*}$ be the multiplication operators defined by

$$
\left(U_{m} f\right)(x)=\exp \left(i \frac{m-1}{2} x\right) f(x)
$$

and

$$
\left(U_{m}^{*} f\right)(x)=\exp \left(-i \frac{m-1}{2} x\right) f(x)
$$

We note that $U_{m}\left(S_{m}\right)=\widetilde{S}_{m}$ and $U_{m}^{*}\left(\tilde{S}_{m}\right)=S_{m}$, and if $s(x) \in S_{m}$ then $s(x) \sin ((x-c) / 2), s(x) \cos ((x-c) / 2) \in S_{m+1}$ for any real constant $c$.

Furthermore, if $s(x) \in S_{m}$ is real valued, then $s(x)$ can be written in the form (1.1) if $m$ is odd and in the form (1.3) if $m$ is even.

Also let $L_{m}$ be the differential operators defined by $L_{0}=I$ (the identity operator), $L_{1}=D(\equiv d / d x)$, and for $m \geqslant 2$

$$
\begin{equation*}
L_{m}=\left(D^{2}+\left(\frac{m-1}{2}\right)^{2}\right) L_{m-2} \tag{2.1}
\end{equation*}
$$

We observe that $S_{m}=\operatorname{ker}\left(L_{m}\right)$ for $m \geqslant 1$.
Correspondingly, we let $M_{m}$ be the differential operators

$$
M_{m}=D(D-i) \cdots(D-(m-1) i) \quad \text { for } \quad m \geqslant 1
$$

Then $\tilde{S}_{m}=\operatorname{ker}\left(M_{m}\right)$ and

$$
\begin{equation*}
L_{m}=U_{m}^{*} M_{m} U_{m} \quad \text { for } \quad m \geqslant 1 \tag{2.2}
\end{equation*}
$$

For $m \geqslant 0$ now let $x_{0}<x_{1}<\cdots<x_{m}$ be distinct points in $\mathbb{R}$ such that

$$
\begin{equation*}
x_{m}-x_{0}<2 \pi \tag{2.3}
\end{equation*}
$$

If $f \in C\left(\left[x_{0}, x_{m}\right]\right)$ we define a trigonometric analog of classical polynomial divided differences by

$$
\begin{align*}
& {\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f}  \tag{2.4}\\
& \quad=2^{m-1} \frac{\operatorname{det}\left(\begin{array}{ccccccc}
1 & \cos x & \sin x & \cdots & \cos n x & \sin n x & f(x) \\
x_{0} & x_{1} & x_{2} & \cdots & x_{m-2} & x_{m-1} & x_{m}
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cccccc}
\cos \frac{x}{2} & \sin \frac{x}{2} & \cdots & \cos \left(n+\frac{1}{2}\right) x & \sin \left(n+\frac{1}{2}\right) x \\
x_{0} & x_{1} & \cdots & x_{m-1} & x_{m}
\end{array}\right)}
\end{align*}
$$

if $m=2 n+1$, and if $m=2 n$

$$
\begin{align*}
& {\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f}  \tag{2.5}\\
& \quad=2^{m} \frac{\operatorname{det}\left(\begin{array}{ccccccc}
\cos \frac{x}{2} & \sin \frac{x}{2} & \cdots & \cos \left(n-\frac{1}{2}\right) x & \sin \left(n-\frac{1}{2}\right) x & f(x) \\
x_{0} & x_{1} & & x_{m-2} & x_{m-1} & x_{m}
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cccccc}
1 & \cos x & \sin x & \cdots & \cos n x & \sin n x \\
x_{0} & x_{1} & x_{2} & \cdots & x_{m-1} & x_{m}
\end{array}\right)}
\end{align*}
$$

Here we have used the abbreviation

$$
\operatorname{det}\left(\begin{array}{llll}
\varphi_{0} & \varphi_{1} & \cdots & \varphi_{m} \\
x_{0} & x_{1} & \cdots & x_{m}
\end{array}\right)
$$

for the determinant

$$
\left|\begin{array}{cccc}
\varphi_{0}\left(x_{0}\right) & \varphi_{1}\left(x_{0}\right) & \cdots & \varphi_{m}\left(x_{0}\right) \\
\vdots & \vdots & & \vdots \\
\varphi_{0}\left(x_{m}\right) & \varphi_{1}\left(x_{m}\right) & \cdots & \varphi_{m}\left(x_{m}\right)
\end{array}\right|
$$

We note that since the system

$$
\left\{\cos \frac{m-k}{2} x, \sin \frac{m-k}{2} x\right\}, \quad k=1,3,5, \ldots, k \leqslant m
$$

(with $\sin 0 x \equiv 0$ excluded if $m$ is odd), is a Chebyshev system on [0 $2 \pi$ ), [ $\left.x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f$ is well defined. If $f$ is sufficiently differentiable, then as usual the definition of $\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f$ is extended by continuity to the case when some of the $x_{j}$ 's are equal. Hence, if $y_{1}, y_{2}, \ldots, y_{r}$ are the distinct members among $x_{0}, x_{1}, \ldots, x_{m}$ such that precisely $\mu_{k}$ of the $x_{j}$ 's are equal to $y_{k}$, then there are constants $c_{k, \nu}$ such that

$$
\begin{equation*}
\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f=\sum_{k=1}^{r} \sum_{\nu=1}^{\mu_{k}} c_{k, v} f^{(\nu-1)}\left(y_{k}\right) \tag{2.6}
\end{equation*}
$$

Note also that if $f \in S_{m}$, then $\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f=0$.
In order to analyze these trigonometric divided differences, we also introduce an exponential version of divided differences. It $x_{0}<x_{1}<\cdots<x_{m}$ satisfies (2.3), then we define

$$
\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f=\frac{\operatorname{det}\left(\begin{array}{ccccc}
1 & e^{i x} & \cdots & e^{i(m-1) x} & f(x) \\
x_{0} & x_{1} & \cdots & x_{m-1} & x_{m}
\end{array}\right)}{\operatorname{det}\left(\begin{array}{cccc}
1 & e^{i x} & \cdots & e^{i m x} \\
x_{0} & x_{1} & \cdots & x_{m}
\end{array}\right)}
$$

We note that if $f \in \tilde{S}_{m}$ then $\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f=0$ and if $p(x) \equiv$ $\sum_{k=e}^{m} a_{k} e^{i k x} \in \tilde{S}_{m+1}$ is the unique function in $\tilde{S}_{m+1}$ such that $p\left(x_{j}\right)=f\left(x_{j}\right)$, $j=0,1, \ldots, m$, then $\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f=a_{m}$.

If some $x_{j}$ 's are equal, then $\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f$ is defined by continuity as above.

If we let $\varphi$ be the mapping from $\left[x_{0}, x_{0}+2 \pi\right)$ onto the unit circle in $\mathbb{C}$ defined by $\varphi(x)=e^{i x}$, then

$$
\begin{equation*}
\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f=\left[\varphi\left(x_{0}\right), \varphi\left(x_{1}\right), \ldots, \varphi\left(x_{m}\right)\right] f \circ \varphi^{-1} \tag{2.7}
\end{equation*}
$$

where $\left[x_{0}, x_{1}, \ldots, x_{m}\right] f$ denotes the classical polynomial divided difference. Hence most known results for $\left[x_{0}, x_{1}, \ldots, x_{m}\right] f$ can be transferred to the exponential case. Particularly we have the difference formula

$$
\begin{equation*}
\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f=\frac{\left\langle x_{1}, \ldots, x_{m}\right\rangle f-\left\langle x_{0}, \ldots, x_{m-1}\right\rangle f}{e^{i x_{m}}-e^{i x_{0}}} \tag{2.8}
\end{equation*}
$$

and the Leibniz rule

$$
\begin{equation*}
\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f \cdot g=\sum_{k=0}^{m}\left\langle x_{0}, \ldots, x_{k}\right\rangle f\left\langle x_{k}, \ldots, x_{m}\right\rangle g . \tag{2.9}
\end{equation*}
$$

Also, if all the $x_{j}$ 's are distinct then

$$
\begin{equation*}
\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle f=\sum_{j=0}^{m} \frac{f\left(x_{j}\right)}{\prod_{k \neq j}\left(e^{i x_{j}}-e^{i x_{k}}\right)} . \tag{2.10}
\end{equation*}
$$

The following lemma, which can be considered as a discrete version of the identity (2.2), describes the relation between the trigonometric and the exponential divided differences.

Lemma 2.1. Assume that $x_{0} \leqslant x_{1} \leqslant \cdots \leqslant x_{m}<x_{0}+2 \pi$. Then, if $f$ is sufficiently smooth,

$$
\begin{equation*}
\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f=c_{0, m}\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle U_{m} f \tag{2.11}
\end{equation*}
$$

where

$$
c_{0, m}=(2 i)^{m} \exp \left(\frac{i}{2} \sum_{k=0}^{m} x_{k}\right)
$$

Proof. Since both the right- and left-hand sides of (2.11) depend continuously on $x_{0}, x_{1}, \ldots, x_{m}$, we can assume that $x_{0}<x_{1}<\cdots<x_{m}$. By the definitions (2.4) and (2.5) of $\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f$, by expressing $\sin$ and $\cos$ in exponential forms, by forming linear combinations of successive pairs of columns, and by rearranging columns we obtain

$$
\begin{aligned}
& {\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f} \\
& \left.=(2 i)^{m} \frac{\operatorname{det}\left(\begin{array}{ccc}
\exp \left(-i \frac{m-1}{2} x\right) \exp \left(-i \frac{m-3}{2} x\right) & \cdots & \exp \left(i \frac{m-1}{2} x\right) f(x) \\
x_{0} & x_{1} & \cdots
\end{array}\right] x_{m-1}}{} \begin{array}{l}
\operatorname{det}\left(\begin{array}{c}
\exp \left(-i \frac{m}{2} x\right) \exp \left(-i \frac{m-2}{2} x\right) \\
x_{0}
\end{array} x_{1}\right.
\end{array} \begin{array}{ll} 
& \exp \left(i \frac{m}{2} x\right)
\end{array}\right)
\end{aligned}
$$

or

$$
\begin{aligned}
& {\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f} \\
& \quad=(2 i)^{m} \exp \left(\frac{i}{2} \sum_{k=0}^{m} x_{k}\right)\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle \exp \left(i \frac{m-1}{2} x\right) f(x) .
\end{aligned}
$$

The next result is a trigonometric analog of a well-known representation of polynomial divided differences when the points $x_{j}$ are distinct.

Lemma 2.2. Assume that $x_{0}<x_{1}<\cdots<x_{m}<x_{0}+2 \pi$. Then for any $f \in C\left(\left[x_{0}, x_{m}\right]\right)$

$$
\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f=\sum_{j=0}^{m} \frac{f\left(x_{j}\right)}{\prod_{k \neq j} \sin \left(\left(x_{j}-x_{k}\right) / 2\right)}
$$

Proof. By (2.10) we obtain

$$
\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle U_{m} f=\sum_{j=0}^{m} \frac{\exp \left(i((m-1) / 2) x_{j}\right) f\left(x_{j}\right)}{\prod_{k \neq j}\left(e^{i x_{j}}-e^{i x_{k}}\right)}
$$

The result now follows from the identity

$$
\begin{equation*}
e^{i x_{j}}-e^{i x_{k}}=2 i \exp \left(\frac{i}{2}\left(x_{j}+x_{k}\right)\right) \sin \frac{x_{j}-x_{k}}{2} \tag{2.12}
\end{equation*}
$$

and Lemma 2.1.
Finally, we shall give a recurrence relation for the trigonometric divided differences. Since these differences are discrete analogs of the differential operators $L_{m}$, one would expect a simple relation between the differences of order $m$ and $m-2$.

Lemma 2.3. Assume that $m \geqslant 2$ and that $x_{0} \leqslant x_{1} \leqslant \cdots \leqslant x_{m}<x_{0}+2 \pi$ is such that $x_{0}<x_{m-1}, x_{1}<x_{m}$. Then

$$
\begin{aligned}
{\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f=} & \gamma_{0, m}\left[x_{2}, \ldots, x_{m}\right]_{t} f+\beta_{0, m}\left[x_{1}, \ldots, x_{m-1}\right]_{t} f \\
& +\alpha_{0, m}\left[x_{0}, \ldots, x_{m-2}\right]_{t} f
\end{aligned}
$$

where

$$
\begin{align*}
\gamma_{j, m}= & 1 /\left[\left(\sin \frac{x_{j+m}-x_{j}}{2}\right)\left(\sin \frac{x_{j+m}-x_{j+1}}{2}\right)\right] \\
\beta_{j, m}= & -\left(\sin \frac{x_{j+m}+x_{j+m-1}-x_{j+1}-x_{j}}{2}\right) /  \tag{2.13}\\
& {\left[\left(\sin \frac{x_{j+m}-x_{j}}{2}\right)\left(\sin \frac{x_{j+m}-x_{j+1}}{2}\right)\left(\sin \frac{x_{j+m-1}-x_{j}}{2}\right)\right], } \\
\alpha_{j, m}= & 1 /\left[\left(\sin \frac{x_{j+m}-x_{j}}{2}\right)\left(\sin \frac{x_{j+m-1}-x_{j}}{2}\right)\right] .
\end{align*}
$$

Proof. Let

$$
c_{j, m}=(2 i)^{m} \exp \left(\frac{i}{2} \sum_{k=0}^{m} x_{k+j}\right) .
$$

From Lemma 2.1 we then have

$$
\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f=c_{0, m}\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle U_{m} f
$$

and since $\left(U_{m} f\right)(x)=e^{i x}\left(U_{m-2} f\right)(x)$ it follows from (2.8) and (2.9) that

$$
\begin{aligned}
\left(e^{i x_{m}}-\right. & \left.e^{i x_{0}}\right)\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle U_{m} f \\
= & \left\langle x_{1}, \ldots, x_{m}\right\rangle U_{m} f-\left\langle x_{0}, \ldots, x_{m-1}\right\rangle U_{m} f \\
= & e^{i x_{1}}\left\langle x_{1}, \ldots, x_{m}\right\rangle U_{m-2} f+\left\langle x_{2}, \ldots, x_{m}\right\rangle U_{m-2} f \\
& \quad-e^{i x_{m-1}}\left\langle x_{0}, \ldots, x_{m-1}\right\rangle U_{m-2} f-\left\langle x_{0}, \ldots, x_{m-2}\right\rangle U_{m-2} f .
\end{aligned}
$$

The desired result now follows by using $(2.8)$ on the ( $m-1$ ) st-order differences and by (2.12).

## 3. Trigonometric $B$-Splines

Suppose that $\left\{x_{j}\right\}$ is a nondecreasing sequence of real numbers satisfying $x_{j+m}-x_{j}<2 \pi$ for all $j$, where $m \geqslant 1$ is a given integer. We define realvalued functions $T_{j, m}$ on $\mathbb{R}$ by $T_{j, m}(x) \equiv 0$ if $x_{j+m}=x_{j}$ and

$$
\begin{equation*}
T_{j, m}(x)=\left[x_{j}, x_{j+1}, \ldots, x_{j+m}\right]_{t}\left(\sin \frac{y-x}{2}\right)_{+}^{m-1} \tag{3.1}
\end{equation*}
$$

if $x_{j+m}>x_{j}$. Here the divided difference is taken with respect to $y$, and $0^{\circ}$ is defined to be 0 . As usual

$$
\begin{aligned}
(\sin z)_{+} & =\sin z & & \text { if } \quad z>0 \\
& =0 & & \text { otherwise }
\end{aligned}
$$

The functions $T_{j, m}$ are right continuous and

$$
\begin{align*}
T_{j, 1}(x) & =1 / \sin \frac{x_{j+1}-x_{j}}{2} & & \text { if } x_{j} \leqslant x<x_{j+1} \\
& =0 & & \text { otherwise. } \tag{3.2}
\end{align*}
$$

We note that if $m=2 n+1$ is odd, then the functions $T_{j, m}$ are essentially the trigonometric $B$-splines defined in [5]. These functions were defined as

$$
c_{m} \frac{\operatorname{det}\left(\begin{array}{cccccccc}
1 & \cos y & \sin y & \cdots & \cos n y & \sin n y & (\sin ((y-x) / 2))_{+}^{m-1} \\
x_{0} & x_{1} & x_{2} & \cdots & x_{m-2} & x_{m-1} & x_{m}
\end{array}\right)}{\operatorname{det}\left(\begin{array}{ccccccc}
1 & \cos y & \sin y & \cdots & \cos n y & \sin n y & y \\
x_{0} & x_{1} & x_{2} & \cdots & x_{m-2} & x_{m-1} & x_{m}
\end{array}\right)},
$$

where $c_{m}=\pi 2^{m-1}(n!)^{2} /(m-1)!$.
Similar to (3.1), we also define complex-valued functions $E_{j, m}$ on $\mathbb{R}$ by $E_{j, m}(x) \equiv 0$ if $x_{j+m}=x_{j}$ and

$$
\begin{equation*}
E_{j, m}(x)=\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle\left(e^{i y}-e^{i x}\right)_{+}^{m-1} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{aligned}
\left(e^{i y}-e^{i y}\right)_{+} & =e^{i y}-e^{i x} & & \text { if } y>x \\
& =0 & & \text { otherwise }
\end{aligned}
$$

As in the polynomial case (see [1]) it now follows from (2.8) and (2.9) that if $x_{j+m}>x_{j}$ then $E_{j, m}$ satisfies the recurrence relation

$$
\begin{equation*}
E_{j, m}(x)=\frac{\left(e^{i x}-e^{i x_{j}}\right) E_{j, m-1}(x)+\left(e^{i x_{j+m}}-e^{i x}\right) E_{j+1, m-1}(x)}{e^{x_{j+m}}-e^{x_{j}}} \tag{3.4}
\end{equation*}
$$

Also, by differentiating (3.3) and by (2.8) we obtain

$$
\begin{equation*}
E_{j, m}^{\prime}(x)=i(m-1) e^{i x} \frac{E_{j, m-1}(x)-E_{j+1, m-1}(x)}{e^{i x_{j+m}}-e^{i x_{j}}} \tag{3.5}
\end{equation*}
$$

From (2.12) and Lemma 2.1 we obtain the relation

$$
\begin{equation*}
T_{j, m}(x)=2 i U_{m}^{*} E_{j, m}(x) \exp \left(\frac{i}{2} \sum_{k=0}^{m} x_{j+k}\right) \tag{3.6}
\end{equation*}
$$

Hence most properties of the functions $T_{j, m}$ can be derived from similar properties of the functions $E_{j, m}$.

Theorem 3.1. Suppose that $m \geqslant 2$ and $x_{j}<x_{j+m}<x_{j}+2 \pi$. Then $T_{j, m}$ satisfies the relation (1.4).

Proof. By (2.12), (3.4), and (3.6) we obtain

$$
\begin{aligned}
\left(\sin \frac{x_{j+m}-x_{j}}{2}\right) T_{j, m}(x)= & \exp \left(\frac{i}{2} \sum_{k=1}^{m-1}\left(x_{j+k}-x\right)\right)\left(\left(e^{i x}-e^{i x_{j}}\right) E_{j, m-1}(x)\right. \\
& \left.+\left(e^{i x_{j+m}}-e^{i x}\right) E_{j+1, m-1}(x)\right)
\end{aligned}
$$

and hence (1.4) follows from another application of (2.12) and (3.6).

We note that if $t(x)=\sum_{j} c_{j} T_{j, m}(x)$ then by (1.4) the value $t(x)$ can be computed by forming positive linear combinations of the coefficients $c_{j}$. Such an algorithm was derived in [1] in the polynomial case. It also follows immediately from (1.4) and (3.2) that

$$
T_{j, m}(x)>0 \quad \text { for } \quad x \in\left(x_{j}, x_{j+m}\right)
$$

A similar result was obtained by Karlin [3, p. 524] for Chebyshevian splines using total positivity arguments. Note also that

$$
T_{j, m}(x)=0 \quad \text { if } \quad x \notin\left[x_{j}, x_{j+m}\right) .
$$

This can of course also be seen directly from (3.1).
Similar to the proof of Theorem 3.1, the following differentiation formula for the functions $T_{j, m}$ follows from (3.4) and (3.5).

Theorem 3.2. Suppose that $m \geqslant 2$ and $x_{j}<x_{j+m}<x_{j}+2 \pi$. Then

$$
\begin{equation*}
T_{j, m}^{\prime}(x)=\left(\frac{m-1}{2}\right) \frac{\left(\cos \frac{x-x_{j}}{2}\right) T_{j, m-1}(x)-\left(\cos \frac{x_{j+m}-x}{2}\right) T_{j+1, m-1}(x)}{\sin \frac{x_{j+m}-x_{j}}{2}} \tag{3.7}
\end{equation*}
$$

Note the similarity of (3.7) to the formula

$$
Q_{j, m}^{\prime}(x)=(m-1) \frac{Q_{j, m-1}(x)-Q_{j+1, m-1}(x)}{x_{j+m}-x_{j}}
$$

for differentiating polynomial $B$-splines. However, since the coefficients of $T_{k, m-1}$ in (3.7) depend on $x$, it will be more complicated to take higher derivatives in the trigonometric case.

Let $D_{m}$ be the differential operator $D_{m}=D^{2}+((m-1) / 2)^{2}$. The following formula, which is valid if $x_{j}<x_{j+m-1}, x_{j+1}<x_{j+m}$ and $x_{j+m}-x_{j}<2 \pi$, can be derived from Lemma 2.3 or by differentiating both sides of (3.7)

$$
\begin{align*}
D_{m} T_{j, m}(x)= & \frac{(m-1)(m-2)}{4}\left(\alpha_{j, m} T_{j, m-2}(x)\right. \\
& \left.+\beta_{j, m} T_{j+1, m-2}(x)+\gamma_{j, m} T_{j+2, m-2}(x)\right) \tag{3.8}
\end{align*}
$$

where $\alpha_{j, m}, \beta_{j, m}$, and $\gamma_{j, m}$ are given by (2.13).
Let $t(x)=\sum_{j} c_{j} T_{j, m}(x)$ and suppose that $x_{r+1}>x_{r}$. If we assume that $m=2 n+1$ then $t(x)$ also has the representation

$$
\begin{equation*}
t(x)=a_{0}+\sum_{k=1}^{n}\left(a_{k} \cos k(x-\hat{x})+b_{k} \sin k(x-\hat{x})\right) \tag{3.9}
\end{equation*}
$$

on $\left[x_{r}, x_{r+1}\right.$ ), where $\hat{x} \in\left[x_{r}, x_{r+1}\right.$ ) is given. By using (3.7) and (3.8) the coefficients $a_{k}$ and $b_{k}$ can easily be computed. In order to see this, define differential operators $V_{k}$ and $W_{k}$ by $V_{0}=I$ and for $k=1,2, \ldots, m$

$$
V_{k}=D_{m-2 k+2} V_{k-1}, \quad W_{k}=D V_{k-1}
$$

By (3.8) we obtain

$$
V_{k} t(x)=\sum_{j} c_{j}^{(k)} T_{j, m-2 k}(x) \quad \text { for } \quad k=0,1, \ldots, n,
$$

where $c_{j}^{(0)}=c_{j}$, and for $k=0,1, \ldots, n-1$

$$
c_{j}^{(k+1)}=\frac{(r-1)(r-2)}{4}\left(\alpha_{j, r} c_{j}^{(k)}+\beta_{j-1, r} c_{j-1}^{(k)}+\gamma_{j-2, r} c_{j-2}^{(k)}\right)
$$

where $r=m-2 k$.
Similarly by (3.7)

$$
W_{k} t(x)=\sum_{j} d_{j}^{(k)}(x) T_{j, m-2 k+1}(x) \quad \text { for } \quad k=1,2, \ldots, n,
$$

where

$$
d_{j}^{(k)}(x)=\left(\frac{r-1}{2}\right)\left(\frac{c_{j}^{(k-1)} \cos \frac{x-x_{j}}{2}}{\sin \frac{x_{j+r}-x_{j}}{2}}-\frac{c_{j-1}^{(k-1)} \cos \frac{x_{j+r-1}-x}{2}}{\sin \frac{x_{j+r-1}-x_{j-1}}{2}}\right)
$$

and $r=m-2 k$.
Thus, at any point $x, V_{k} t(x)$ and $W_{k} t(x)$ can be found by taking weighted differences of the coefficients $c_{j}$ and by using (1.4). If we now successively apply $V_{0}, V_{1}, \ldots, V_{n}$ to (3.9) at $x=\hat{x}$ we find that the coefficients $a_{k}$ satisfy a triangular linear system with the solution given by

$$
a_{k}=\left(V_{n-k} t(\hat{x})-\sum_{j=0}^{k-1} \theta_{j, n-k} a_{j}\right) / \theta_{k, n-k}, \quad k=0,1, \ldots, n,
$$

where $\theta_{k, 0}=1$ and for $r \geqslant 1$

$$
\theta_{k, r}=\prod_{j=0}^{r-1}\left((n-j)^{2}-k^{2}\right), \quad 0 \leqslant k \leqslant n-r .
$$

Similarly by applying $W_{1}, W_{2}, \ldots, W_{n}$ to (3.9) at $x=\hat{x}$ we obtain

$$
b_{k}=\left(W_{n-k+1} t(\hat{x})-\sum_{j=1}^{k-1} j \theta_{j, n-k} b_{j}\right) /\left(k \theta_{k, n-k}\right), \quad k=1,2, \ldots, n .
$$

Note that if $m$ is even, a piecewise representation of $t(x)$ can be derived by an algorithm similar to the one described above.

We next give a trigonometric analog of an integral representation of divided differences. If $x_{0}<x_{m}<x_{0}+2 \pi$ we have for $f$ sufficiently smooth

$$
\left[x_{0}, x_{1}, \ldots, x_{m}\right]_{t} f=\frac{2^{m-1}}{(m-1)!} \int_{x_{0}}^{x_{m}} T_{0, m}(y) L_{m} f(y) d y
$$

where $L_{m}$ is given by (2.1). This can be proved either via a similar identity involving $\left\langle x_{0}, x_{1}, \ldots, x_{m}\right\rangle$ and the function $E_{0, m}$ or by the following trigonometric Taylor expansion:

$$
\begin{equation*}
f(x)=s_{m}(x)+\frac{2^{m-1}}{(m-1)!} \int_{x_{0}}^{x}\left(\sin \frac{x-y}{2}\right)^{m-1} L_{m} f(y) d y \tag{3.10}
\end{equation*}
$$

Here $s_{m} \in S_{m}$ is determined by $s_{0}(x) \equiv 0, s_{1}(x)=f\left(x_{0}\right)$ and for $k \geqslant 0$

$$
\begin{aligned}
s_{k+2}(x)= & s_{k}(x)+\frac{2^{k}}{k!}\left(\sin \frac{x-x_{0}}{2}\right)^{k} \cos \frac{x-x_{0}}{2} L_{k} f\left(x_{0}\right) \\
& +\frac{2^{k+1}}{(k+1)!}\left(\sin \frac{x-x_{0}}{2}\right)^{k+1} L_{k} f^{\prime}\left(x_{0}\right)
\end{aligned}
$$

Formula (3.10) follows by induction and an integration-by-parts argument.
For completeness, we also give a trigonometric analog for Marsden's identity. Let $E_{j, m}(x)=\left(e^{i x_{j+m}}-e^{i x_{j}}\right) E_{j, m}(x)$ and $\hat{T}_{j, m}(x)=\left(\sin \left(\left(x_{j+m}-x_{j}\right) / 2\right)\right)$ $\times T_{j, m}(x)$. By (3.6) we then have

$$
\begin{equation*}
\hat{T}_{j, m}(x)=U_{m}^{*} \hat{E}_{j, m}(x) \exp \left(i \frac{m-1}{2} \xi_{i, m}\right) \tag{3.11}
\end{equation*}
$$

where $\xi_{j, m}=\left(x_{j+1}+\cdots+x_{j+m-1}\right) /(m-1)$.
Now let $I$ be any nonempty interval of the form $\left(x_{k}, x_{r}\right)$ such that at least $m x_{j}$ values are $\leqslant x_{k}$ and at least $m x_{j}$ values are $\geqslant x_{r}$. As in the polynomial case (see [1, 4]) it now follows that

$$
\begin{equation*}
\left(e^{i y}-e^{i x}\right)^{m-1}=\sum_{j} \hat{E}_{j, m}(x) \prod_{k=1}^{m-1}\left(e^{i y}-e^{i x_{j+k}}\right) \tag{3.12}
\end{equation*}
$$

for $x \in I$ and $y \in \mathbb{R}$. By (2.12) and (3.11) we therefore obtain

$$
\left(\sin \frac{y-x}{2}\right)^{m-1}=\sum_{j} \hat{T}_{j, m}(x) \prod_{k=1}^{m-1} \sin \left(\frac{y-x_{j+k}}{2}\right)
$$

By expanding both sides of (3.12) in powers of $e^{i y}$ and by comparing coefficients, we obtain for $x \in I$

$$
e^{i k x}=\binom{m-1}{k}^{-1} \sum_{j} \sigma_{j, k}^{(m)} \hat{E}_{j, m}(x), \quad k=0,1, \ldots, m-1,
$$

where $\sigma_{j, k}^{(m)}$ are defined by

$$
\sum_{k=0}^{m-1}(-1)^{k} \sigma_{j, k}^{(m)} e^{i(m-1-k) x}=\sum_{k=1}^{m-1}\left(e^{i x}-e^{i x_{j+k}}\right) .
$$

Now let

$$
\tau_{j, k}^{(m)}=\binom{m-1}{k+(m-1) / 2}^{-1} \sigma_{j, k+(m-1) / 2}^{(m)} \exp \left(-i \frac{m-1}{2} \xi_{j, m}\right)
$$

for $k=-(m-1) / 2,-(m-1) / 2+1, \ldots,(m-1) / 2$. Then it follows from (3.11) that for $x \in I$ and $k \in\{-(m-1) / 2,-(m-1) / 2+1, \ldots,(m-1) / 2\}$

$$
\begin{equation*}
e^{i k x}=\sum_{j} \tau_{j, k}^{(m)} \hat{T}_{j, m}(x) \tag{3.13}
\end{equation*}
$$

and hence, by taking real and imaginary parts, we can express $\cos k x$ and $\sin k x$ as real linear combinations of $\widehat{T}_{j, m}(x)$.

Suppose that $x_{a}<x_{a+1}$. If $m$ is odd then it follows from [5] that the functions $\left\{\hat{T}_{q+1-m, m}, \ldots, \hat{X}_{q, m}\right\}$ are linearly independent on $\left(x_{q}, x_{q+1}\right)$. We note that this linear independence also follows from (3.13) for any $m \geqslant 1$. For since the functions $\widehat{T}_{\alpha+1-m, m}, \ldots, \hat{T}_{\alpha, m}$ span an $m$-dimensional linear space of functions on ( $x_{q}, x_{q+1}$ ), they must be linearly independent. Hence we can show that the trigonometric $B$-splines $T_{j, m}$ span a space of trigonometric splines. To this end suppose $z_{0}<z_{1}<\cdots<z_{j+1}$, where $z_{j+1}-z_{j}<2 \pi$, and let $r_{1}, r_{2}, \ldots, r_{J}$ be integers such that $1 \leqslant r_{j} \leqslant m$. Now define $Y_{m}(z, r)$ to be the set of all real-valued function $t$ defined on $\left[z_{0}, z_{J_{+1}}\right.$ ) such that
(i) $\left.t\right|_{\left[z_{j}, z_{j+1}\right]} \in S_{m}, \quad j=0,1, \ldots, J$,
(ii) $t^{(k)}\left(z_{j}-\right)=t^{(k)}\left(z_{j}+\right), \quad j=1,2, \ldots, J, 0 \leqslant k \leqslant m-1-r_{j}$.

The elements of $Y_{m}(z, r)$ are called trigonometric splines (with interior knots $z_{1}, z_{2}, \ldots, z_{J}$ with multiplicities $r_{1}, r_{2}, \ldots, r_{J}$ ). In the case when $m$ is odd it was essentially shown in [5] that every $t \in Y_{m}$ can be uniquely written in the form

$$
t(x)=s_{m}(x)+\sum_{j=1}^{J} \sum_{k=1}^{r_{j}} c_{j, k} \frac{\partial^{k-1}}{\partial z_{j}^{k-1}}\left(\sin \frac{z_{j}-x}{2}\right)_{+}^{m-1}
$$

where $s_{m} \in S_{m}$. This of course also holds when $m$ is even. Thus

$$
\operatorname{dim} Y_{m}=N+m, \quad \text { where } \quad N=\sum_{j=1}^{J} r_{j}
$$

As in the polynomial case we can now define a nondecreasing sequence $\left\{x_{j}\right\}_{j=1-m}^{N+m}$ such that $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}=\left\{z_{1}, z_{2}, \ldots, z_{J}\right\}$ and where $r_{j}$ of the $x_{r}$ 's are equal to $z_{j}$. Now the functions $\left\{T_{j, m}\right\}_{j=1-m}^{N}$ form a basis for the space $Y_{m}$.

## 4. Remarks

1. Schoenberg [5] considers the subspace $\dot{\Upsilon}_{m}$ of $\Upsilon_{m}$ which consists of all periodic trigonometric splines, i.e.,

$$
\grave{\Upsilon}_{m}(z, r)=\left\{t \in Y_{m}(z, r) \mid t^{(k)}\left(z_{0}+\right)=t^{(k)}\left(z_{J+1}-\right), k=0,1, \ldots, m-1\right\}
$$

The space $\dot{Y}_{m}$ has dimension $N$ and a local basis can be constructed from the functions $\left\{T_{j, m}\right\}$ by techniques analogous to the one used for the example in [7] in the polynomial case.
2. In addition to the recurrence relations (1.2), (1.4) and (3.4), we also mention the relation

$$
\begin{equation*}
C_{j, m}(x)=\frac{\left(\cos x-\cos x_{j}\right) C_{j, m-1}(x)+\left(\cos x_{j+m}-\cos x\right) C_{j+1, m-1}(x)}{\cos x_{j+m}-\cos x_{j}} \tag{3.14}
\end{equation*}
$$

with

$$
\begin{aligned}
C_{j, 1}(x) & =1 /\left(\cos x_{j+1}-\cos x_{j}\right) & & x_{j} \leqslant x<x_{j+1} \\
& =0 & & \text { otherwise }
\end{aligned}
$$

Here we assume that $x_{j}<x_{j+m}<x_{j}+\pi$.
The functions $C_{j, m}$ are piecewise of the form

$$
\sum_{k=0}^{m-1} a_{k} \cos k x
$$

To derive (3.14) we simply take $\varphi(x)=\cos x$ in (2.7) and proceed as in the derivation of (3.4).

## References

1. C. De Boor, On calculating with B-splines, J. Approximation Theory 6 (1972), 50-62.
2. M. G. Cox, The numerical evaluation of B-splines, J. Inst. Math. Appl. 10 (1972), 134-149.
3. S. Karlin, "Total Positivity," Vol. 1, Stanford Univ. Press, Stanford, Calif., 1968.
4. M. J. Marsden, An identity for spline functions with applications to variation-diminishing spline approximation, J. Approximation Theory 3 (1970), 7-49.
5. I. J. Schoenberg, On trigonometric spline interpolation, J. Math. Mech. 13 (1964), 795-825.
6. L. L. Schumaker, On Tchebycheffian spline functions, J. Approximation Theory 18 (1976), 278-303.
7. L. L. Schumaker, Zeros of spline functions and applications, J. Approximation Theory 18 (1976), 152-168.
